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Regression-Based Weights from the Job Family Data
_________________________________________________________________________
Job




 

Weights

Family

GS
AR
WK
PC
NO
CS
AS
MK
MC
EI 


_________________________________________________________________________

1. Clerical
.23  
.83 
.72
.56
.00
.47
.43
1.00
.16
 .11

2. General I 
.05   
.51  
.72
.65
 .00
.51
1.00
.60
.49
 .17

3. General II
.36
.97
.00
.42
.01
.29
.39
1.00
.19
 .89

4. Electrical
.52
.59
.45
.45
.00
.34
.37
1.00
.16
.48

5. Mechanical   .74
.51
1.00
.82
.01
.42
.71
.83
.11
.29

6. Aircraft
.00
.61
.00
.28
.11
.11
1.00
.48
.37
.73

     Maintenance

7. Misc             .52
.59
.50
.28
.00
.45
 1.00
.50
.51
.54

    Electrical/Mechanical

_______________________________________________________________________________

Note.  Weights were reported to two places.  The regression intercepts were omitted.   

(Job Family Predicted Criterion Vector) = (Regression Coefficient Matrix) x (Score Vector)

Arbitrary Weights Applied to the ASVAB Tests 

______________________________________________________________________






ASVAB Tests


 
_________________________________________________________



Weight Set
GS
AR
WK
PC
NO
CS
AS
MK
MC
EI

______________________________________________________________________

1.

5
1
2
5
3
6
3
2
5
6 

2.

7
8
2
3
5
7
8
2
3
5

3.

6
2
8
1
4
2
 6
 5
 7
8

4.

9
6
8
1
6
3
6
7
3
6

5.

7
3
6
1
5
8
1
7
6
2

6.

6
5
2
3
6
3
5
2
1
5 

7.

5
3
2
8
7
5
3
2
8
7

8.

8
7
5
6
2
4
1
8
2
6

9.

6
3
7
6
3
6
1
8
6
9

10.

2
6
7
1
8
5
1
6
3
7

11.

1
1
1
1
1
1
1
1
1
1

______________________________________________________________________  

Note. (Weight Set Outcome Vector) = (Coefficient Matrix) x (Score Vector)

Correlations of the Weighted Scores using Arbitrary Weights
_________________________________________________________________________  

Weight 

Set
  1
  2
  3
  4
  5
  6
  7
  8
  9
 10
11     _________________________________________________________________________


1.
1.00

2.
.99      1.00

3.
.99
.99      1.00

4.
.99
.99
.99      1.00

5.
.98
.98
.97
.99      1.00

6.
.99      1.00
.99
.99
.98      1.00

7.       1.00
.99
.98
.99
.98
.99      1.00

8.
.98
.98
.98
.99
.99
.99
.98      1.00


9.
.99
.99
.99
.99
.99
.99
.99      1.00      1.00

10.
.98
.98
.97
.99
.99
.99
.98
.99
.99      1.00

11.
.99      1.00
.99
.99
.99      1.00
.99      1.00
.99
.99      1.00


Note. Correlations were truncated at two decimal places.
Estimated Expected Correlation of Linear Composites
______________________________________________________________




       CV = 0.200

     CV = 0.462



          __________________
         __________________

                                    Number of Variables 
            Number of Variables

                                   __________________  
          __________________

Average r

5
 10
  15

5
 10
  15

_______________________________________________________________

     .1


.920
.960
.973

.573
.787
.858

     .2 


.960
.980
.987

.787
.893
.929

     .3


.973
.987
.991

.858
.929
.953

     .4


.980
.990
.993

.893
.947
.964

     .5


.984
.992
.995

.915
.957
.972

     .6


.987
.993
.996

.929
.964
.976

     .7


.989
.994
.996

.939
.970
.980

     .8


.990
.995
.997

.947
.973
.982

     .9


.991
.996
.997

.953
.976
.984

Note.  CV is the Coefficient of Variation. 


[image: image6.wmf]0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

5 Variables

10 Variables

15 Variables

Correlation Among Variables

Expected Composite Correlation


CV = 0.200
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CV = 0.462
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5 Variables

10 Variables

15 Variables


Effects of Measurement Error
1. No effect on mean.

2. Inflates variances and standard deviations

3. Inflates confidence intervals

4. Deflates correlations.

5. Causes variable biases in partial correlation

6. Causes several biases in factor analyses
7. Wreaks havoc the ANOVA and ANCOVA

Example with ANOVA

Let us consider a one-way ANOVA with three levels of the independent variable with (1, (2, and (3. Remembering that ANOVA is a linear model and that the parameter estimates can be found by means of regression, we note that:
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where ( is the regression additive constant (intercept) and (1 and (2 are the multiplicative partial regression coefficients for the two categorical variables needed to represent the three levels of the independent variable. Further, note that α = (3, (1 = (1- (2, and (2 = (2 - (3. Suppose (1 = +1, (2 = 0, and (3 = -1 and that the reliabilities rXX1 = rXX2 = rXX3 = .50. The true differences are 1 or 2 points, but there is a loss of statistical power. Additionally, the effect size (e.g., ((1 - (2)/σ) may be substantially underestimated because σ is inflated by error variance.
What to do?

1. Use the most reliable variables you can find

2. Correct the correlation matrix before analyses
3. Correct the statistics after analyses
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